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At Rhite, we foster a collaborative environment that thrives on knowledge 
exchange and pioneering research. We strongly advocate for the responsible 
development of new technologies, dedicating significant resources to exploring 
how to make Trustworthy AI technically achievable.

RESPONSIBLE
WE STAND BY

INNOVATION

WHY
THIS PAPER?
At Rhite, we believe that addressing bias in AI is essential not only for creating fair and responsible technology 
but also for building trust in AI across industries and communities. We are committed to advancing the 
understanding of bias detection and mitigation through rigorous research, collaboration, and transparency. 
This white paper represents a key step in that mission, offering valuable insights and innovative approaches 
to both practitioners and researchers. 
Here’s why we’ve dedicated our efforts to this project: 

Impact on society

Bridging the knowledge gap

Advancing Responsible AI

AI systems are increasingly influencing decisions in critical areas like hiring, 
healthcare, and finance. Ensuring these systems are fair and unbiased is essential 
to prevent harmful outcomes for individuals and communities.

There is a significant lack of real-world understanding regarding how to effectively 
detect and mitigate bias in AI systems. This white paper seeks to fill that gap by 
providing actionable insights and guidance for professionals and industries.

As powerful technologies like LLMs and Federated Learning continue to emerge, 
staying ahead of the curve in bias mitigation is vital. This white paper introduces 
novel methods that pave the way for new directions in ethical AI development. 
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Leading the way to Trustworthy AI

Rhite helps you navigate the technical and legal aspects of AI while managing 
risks, minimizing adverse impact, and achieving compliance. Our technical and 
legal consultancy spans the whole journey: whether it’s developing cutting-edge 
tools, making informed procurement decisions, or navigating usage choices.

Co-founder | AI advisor & Privacy Engineer

Co-founder | Privacy & Security Engineer 

• Legal and technical consultancy on AI;
• Guidance to comply with the requirements 

of the EU AI Act;
• Auditing of algorithms and AI systems;
• Privacy, security, safety and fundamental 

rights Impact assessments of AI 
solutions;

• Bespoke trainings on AI Risk Management;
• Implementation of Responsible AI 

programs.

We offer a unique blend of technical know-how and legal expertise in AI.
Rhite’s experienced advisors adopt a holistic, risk-based approach to guide 
you through the process of ensuring ethical and regulatory compliance.

RHITE is an acronym representing the 
principles we believe should underpin the 
design, development, and use of AI:

•  Responsible
•  Humane
•  Ingenious
•  Transparent
•  Empathic

With a multidisciplinary background in privacy and security, engineering, AI, 
law and ethics, she guides organisations in the design and implementation of 
responsible digital solutions. She is an advocate of Trustworthy AI by design and 
passionate about the protection of human rights.

Martijn has a long career in the field of software engineering, DevSecOps 
and cybersecurity. Besides that, he also has a background in psychology and 
philosophy. Like Isabel, Martijn has a passion for privacy and security by design 
and he is also a strong advocate of responsible human-centered design.

WHAT WE DO HOW WE DO IT

Isabel Barberá

Martijn Korse

Our founders

ABOUT US

Our expertise

A holistic 
approach 
towards 
Trustworthy AI

Learn more about 
us on our website!
www.rhite.tech
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Bias in AI systems is a well-known yet persistent issue that presents significant risks 
across diverse applications, such as AI-based hiring, medical diagnostics, financial risk 
modeling, and workflow automation systems. The emergence of Large Language Models 
(LLMs) has revolutionized natural language processing (NLP), powering tools like chatbots, 
translators, and content generation platforms. However, despite their benefits and powerful 
capabilities, LLMs are also prone to various forms of bias — ranging from gender and racial 
to ideological and cultural biases. This white paper presents six focused studies aimed at 
addressing bias and fairness in AI systems (see below). Together, these studies highlight 
the strengths and limitations of existing bias detection techniques, while also introducing 
novel approaches that open the way for further research.

Traditional AI models like decision trees, logistic regression, and support vector machines 
have been extensively studied for bias detection and mitigation. They often rely on 
fairness metrics such as demographic parity and equalized odds and use strategies like 
pre-processing (modifying training data), in-processing (adjusting learning algorithms), or 
post-processing (correcting outcomes) to tackle bias. In contrast, LLMs like GPT-4, BERT, 
and LLaMA, while highly capable in natural language tasks, are far more complex, making 
bias detection and mitigation significantly more challenging due to their high-dimensional 
nature and the subtle ways in which bias is embedded in their representations. In the past 
year, multiple studies have revealed gender and racial biases in models like BERT and GPT 
based systems. 
While in traditional AI models bias is linked to specific features and are easier to detect, 
LLMs require advanced techniques to uncover and address biases. Although research on 
LLM bias is emerging, established fairness tools for LLMs are lacking, unlike in traditional 
models which benefit from robust toolkits. This highlights the need for continued research 
and development of effective bias mitigation strategies for LLMs. 

Through the various studies that were conducted within this research, we explored bias 
detection in LLMs with three different approaches.

With this white paper, we at Rhite reaffirm our commitment to advancing research in bias 
detection and mitigation, contributing to the development of more fair and equitable AI 
systems. This white paper reflects our dedication to these efforts. The code used in the 
six studies underlying this white paper is made publicly available on GitHub. We are also 
offering the community three synthetic datasets (one balanced and two biased) containing 
résumés with sensitive attributes like gender and ethnicity, along with labels indicating each 
candidate’s suitability for a profession. These datasets are available in CSV format and 
cover a wide range of personal and professional information typically found in résumés. 

Abstract Bias detection and mitigation in LLMs

AI-Based Hiring
Applying post-processing bias 
assessment techniques to 
explore whether LLMs mitigate 
or amplify bias in hiring 
decisions.

Bias Assessment in 
Federated Learning
Exploring the balance between 
privacy and fairness in 
decentralized systems, which 
is especially crucial in sectors 
handling sensitive data.

Gender Bias in LLMs
Comparing in-processing and 
post-processing techniques to 
assess gender bias.

Profile-Based Subgroup 
Discovery (PSD)
Providing a new method for 
uncovering hidden biases 
within subgroups, providing a 
more detailed perspective on 
fairness, particularly in credit 
scoring use cases.

Unveiling Bias 
Mechanisms in LLMs
Identifying novel in-processing 
techniques to examine how 
bias is encoded in LLMs, 
offering advanced methods 
for more effective bias 
identification and mitigation.

Causal Fairness Analysis 
with Automated Feature 
Engineering
Finding novel causality-driven 
approaches to improve bias 
mitigation. Exploring how 
causal factors, rather than 
correlations, can better 
address bias in fields like law 
enforcement and healthcare.

Study #1
TOPIC

Study #4
TOPIC

Study #2
TOPIC

Study #5
TOPIC

Study #6
TOPIC

Study #3
TOPIC
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This research aims to assess whether transitioning to LLMs for hiring decisions offers 
improvements in fairness and performance compared to traditional AI models. If LLMs do 
not provide significant benefits in terms of performance, efficiency, or fairness, focusing 
on mitigation strategies may not be necessary. However, a comprehensive comparison 
between LLMs and traditional AI models in hiring contexts has not yet been conducted. 
The study addresses this gap by comparing traditional machine learning models and LLMs 
for résumé classification, focusing on bias and fairness. It explores key research questions 
such as how the models compare in terms of bias, their robustness to biased training data 
in hiring scenarios, and whether they contain inherent bias unrelated to their training data. 
Due to the lack of available data that met the specific requirements of this study, three 
synthetic datasets were generated. The first dataset was designed to be completely free of 
discriminatory bias, ensuring a balanced representation of gender and ethnicity. The other 
two datasets were derived from this balanced dataset by intentionally introducing bias, 
gender bias (second dataset) and ethnicity bias (third dataset). 

Using established taxonomies, this research categorizes bias assessment methods 
for LLMs into three groups: probability-based, embedding-based, and output text-based 
methods. These methods offer distinct approaches to measuring bias in LLMs, from token 
probabilities and internal embeddings to sentiment analysis in generated text.  
This research focuses on assessing gender bias in autoregressive LLMs, which are 
extensively used in various applications, including the well-known GPT-series. The study 
specifically targets four variants of the BLOOM-series LLMs, chosen for their open-source 
nature, which offers greater accessibility and flexibility for research compared to proprietary 
models like GPT-3 and GPT-4. To achieve a comprehensive evaluation, four distinct bias 
assessment methods were selected and, where necessary, adapted to ensure compatibility 
with autoregressive LLMs. Each method was chosen for its unique approach to quantifying 
gender bias, allowing for a more holistic and nuanced analysis. 

Post-processing bias techniques

In-processing bias techniques 

Comparing in-processing and post-processing techniques to assess gender bias  

Full research: AI-Based Hiring and the Appeal of Novelty: Do LLMs Solve or 
Exacerbate the Problem of Discrimination?  
Researcher: Alexia Muresan (UvA)
Supervisors: Leonard Bereska, MSc (UvA), Isabel Barberá (Rhite)

Models: LLMs (BERT and GPT-3.5 Turbo), Support Vector Classifier (SVC), Logistic Regression 
(LR), Gradient Boosting (GB) and Random Forest (RF) 
Datasets: Three synthetic datasets

Full research: Unveiling the Mechanisms of Bias in Large Language Models by 
Eliciting Latent Knowledge 
Researcher: Tarmo Pungas (UvA)
Supervisors: Leonard Bereska, MSc (UvA), Isabel Barberá (Rhite)

Models: Llama 13B, Llama 3 8B and Llama 3 70B 
Datasets: StereoSet, CrowS-Pairs, Disambiguation datasets 
Bias Assessments methods: PCA, Patching, Probing intervention and Probe generalization

Full research: Assessing and Addressing Gender Bias in Large Language 
Models  
Researcher: Dennis Agafonov (UvA)
Supervisors: Dr G. Sileno (UvA), Isabel Barberá (Rhite)

Models: BLOOM- series LLMs 
Datasets: Five variations of Tweets 
Bias Assessments methods: Seat, Disco, CSPS, and Sentiment Analysis

Based on Study #1

Based on Study #2

Based on Study #3

“This research provides better guidance to industries in the field of Human Resources (HR), where 
fairness in automated decision-making is vital for preventing discrimination. With AI increasingly 
integrated in hiring applications, understanding whether LLMs help or worsen bias is crucial.”

“We focused on this research to explore advanced methods of how bias is encoded and can be 
manipulated within LLMs at a more technical level, offering industries innovative ways to directly 
address bias in their AI systems when using LLMs.” 

“We focused on this research to deepen our understanding of how gender bias manifests in LLMs, 
aiming to guide industries with the tools to mitigate these biases in applications like chatbots and 
automated customer service.”  

Despite extensive research aimed at detecting and mitigating biases that LLMs exhibit, 
we still lack a comprehensive understanding of how LLMs encode bias. By leveraging 
knowledge-eliciting techniques, this study aims to bridge that gap by identifying and 
manipulating bias directions within model activations. Successfully doing so could pave the 
way for more effective bias mitigation strategies.  The key research questions driving this 
study are: 1) How can knowledge-eliciting techniques be utilized to identify and understand 
bias manifestations in LLMs? 2) What are the implications of these mechanisms for the 
development of more effective bias mitigation strategies? This research hypothesizes the 
existence of a specific bias direction within LLMs and aims to explore how identifying and 
adjusting this direction could influence the model’s output. 
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Bias remains a critical concern in traditional AI models. Our research tackles these challenges 
by exploring decentralized systems that balance privacy with fairness, investigating causal 
factors behind bias, and discovering hidden biases within subgroups. Through these 
studies, we aim to shed light on the limitations of current methods and explore new ways 
to enhance fairness in AI applications.

Bias detection and mitigation in 
traditional AI Models

To effectively assess bias in Federated Learning, new methods must be developed that 
detect bias without compromising local data privacy. Current research has proposed an 
aggregated local bias assessment technique that combines local bias scores using the 
same aggregation method used for model aggregation (Ezzeldin et al., 2023; Zhang et al., 
2020). However, this method lacks theoretical foundation and comprehensive experimental 
validation. This research aims to analyse bias assessment techniques within Federated 
Learning, focusing on evaluating the accuracy of the privacy-preserving aggregated local 
bias assessment and comparing bias in federated models to that in centrally trained 
models. Additionally, it investigates how client heterogeneity affects bias by experimenting 
with different types and amounts of data diversity among clients. 

Causal inference aims to understand how changes in one variable influence another using 
Structural Causal Models (SCMs). These models help calculate potential outcomes and 
counterfactuals, which are essential for determining path-specific effects such as direct, 
indirect, and spurious effects. In causal fairness analysis, these effects are decomposed 
to assess their impact on fairness. 
The Standard Fairness Model (SFM) is a key tool used to represent causal diagrams and 
identify biases. For instance, in a hiring decision context, education might have a direct 
effect on hiring, while prior job performance acts as a mediator, and socio-economic 
background serves as a confounder, creating potential spurious effects on the education-
hiring relationship due to systemic biases. 
Automated Feature Engineering is the process of creating new features from existing 
data to improve model performance and interpretability, particularly useful for detecting 
trends across subgroups, addressing issues like Simpson’s paradox. This research applies 
automated feature engineering within the SFM to enhance fairness. The experiments 
use the COMPAS dataset, which predicts the likelihood of recidivism, and focus on two 
scenarios: automated feature engineering on mediators alone and automated feature 
engineering on both mediators and confounding variables. Our research demonstrates 
how Automated Feature Engineering can be effective in improving fairness within causal 
fairness frameworks.

Bias detection in the Development phase - Aggregation bias

Bias detection in Data Understanding and Preparation phase - Proxies and Subgroups

Full research: Bridging Fairness and Privacy: Bias Assessment in Federated 
Learning
Researcher: Jelke Matthijssen (UvA)
Supervisors: Dr G. Sileno (UvA), Isabel Barberá (Rhite)

Federated Learning Framework: Flower 
Dataset: ACS PUMS dataset

Full research: Causal Fairness Analysis with Automated Feature Engineering 
Researcher: Wietse van Kooten (UvA)
Supervisors: Dr E. Acar (UvA), Isabel Barberá (Rhite)

Models: Structural Causal Model (SCM) and Standard Fairness Model (SFM)  
Dataset: COMPAS 

Based on Study #4

Based on Study #5

“We chose this research to explore the trade-offs between maintaining user privacy and mitigating 
bias, as well as to investigate the effects of bias in decentralized systems. This is critical for 
industries that handle sensitive personal data, such as healthcare and finance, where fairness and 
privacy must both be ensured.” 

“We chose this research to show how causal relationships can improve both fairness and 
accuracy in AI models. We believe that measuring causality rather than just correlation is a critical 
advancement in understanding the true sources of bias. This is important because addressing 
causal factors allows for more precise bias mitigation, especially in sectors like law enforcement 
and healthcare, where decisions have significant real-world impacts.”
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This research proposes a novel clustering method designed to generate simple and 
interpretable clusters for subgroup discovery, called Profile-based Subgroup Discovery 
(PSD), based on previous semi-hierarchical methods for profile extraction. Our methodology 
involves two steps: first, partitioning the data space based on the target variable and then 
applying iterative clustering to obtain profiles; second, extracting descriptive rules from 
these profiles to identify subgroups. Like other Clustering Subgroup Discovery and Subgroup 
Discovery techniques, PSD relies on discriminative decision rules that can be applied in 
real-world applications. Our method stands out by integrating the target variable into the 
clustering process, aligning it closely with subgroup discovery techniques. Our research 
aims to enhance the understanding of biased relationships within data by discovering 
subgroups unfairly treated by classifiers. We focus on two aspects: identifying subgroups 
exhibiting gender bias and identifying subgroups showing bias in general, regardless of 
sensitive attributes such as gender. Our approach was tested on the well-known German 
Credit dataset in the context of credit scoring.

Full research: Profile-based subgroup discovery for Fairness Analysis
Researcher: Dionne Gantzert (UvA)
Supervisors:  Dr G. Sileno (UvA), Isabel Barberá (Rhite)

Models: Logistic Regression (LR), XGBoost Classifier 
Dataset: German Credit Risk 
Bias Assessment Methodology: Profile-based Subgroup Discovery (PSD)

Based on Study #6

“We chose this research to address the limitations of traditional fairness metrics, which often 
overlook bias within subgroups. PSD is a methodology that helps uncover these hidden biases 
offering a granular approach to fairness in AI, essential for equitable decision-making in industries 
such as credit scoring.”  

Combating bias in LLMs and traditional AI models is an ongoing challenge that requires 
continuous research, innovation and collaboration. The findings of this white paper 
underscore the importance of selecting the right tools and strategies based on specific 
use cases and bias types. As AI continues to evolve, so too must our approaches to 
ensuring fairness and equity in these systems. Continued collaboration between academia 
and industry, along with a commitment to ethical AI practices, will be essential in driving 
progress and fostering trust in AI technologies.  
We invite the AI community, researchers, and developers to help advance the important work 
of bias detection and mitigation in AI systems. At Rhite, we are committed to an open-source 
vision. We encourage you to explore and contribute to our GitHub library, which contains 
a growing collection of bias detection code and techniques aimed at enhancing fairness in 
AI. Whether you’re refining existing models, suggesting new features, or developing entirely 
new approaches, your input is invaluable. Together, we can ensure that bias detection tools 
are not only effective but accessible to everyone. 

Conclusions

You’ve just reached the end of the project overview. 
In the next part of the white paper, we’ll take a closer look at the research that 
shaped the work presented here. This section will give you more insight into the 
process, the data, and the steps taken to reach the findings, helping to paint a 
fuller picture of the work behind the results.

KEEP READING!
WANT TO KNOW MORE?

Bias detection in Data Understanding and Preparation phase - Proxies and Subgroups
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Introduction
BACKGROUND AND PROBLEM STATEMENT 
Bias in AI systems is one of the most critical challenges facing the adoption of artificial intelligence across 
various industries. These biases can lead to unfair and discriminatory outcomes, adversely affecting decision-
making processes in areas such as hiring, credit scoring, healthcare, and law enforcement. Despite significant 
attention and numerous studies, addressing bias remains a complex and unresolved issue. 
Bias can arise from various sources, including biased training data, flawed algorithms, and unintentional 
human biases introduced during model development. This bias can manifest in several ways leading to unfair 
outcomes for certain demographic groups. 
The presence of bias in AI systems can lead to serious consequences, as illustrated by the use cases explored 
in this white paper: 

• Financial Sector: Biased models in credit scoring can lead to unfair 
       loan approvals, disadvantaging specific demographic groups. 
• Healthcare: Bias in predictive models can result in unequal treatment 
       recommendations, exacerbating health disparities. 
• Hiring: AI-based hiring tools can reinforce existing workplace biases, 
       limiting opportunities for underrepresented groups. 
• Law Enforcement: Predictive policing models may disproportionately 
       target minority communities, perpetuating systemic inequalities. 

PURPOSE AND OBJECTIVES 
This white paper aims to provide a comprehensive analysis of the current state of bias detection tools, offering 
insights into their applicability and effectiveness across different scenarios. By evaluating various tools and 
methodologies, we aim to guide industry stakeholders in selecting and implementing the most appropriate 
solutions to address bias in their specific AI use cases. 

SCOPE 
The whitepaper covers: 

COLLABORATION WITH UNIVERSITY OF AMSTERDAM 
This research was conducted in collaboration with the University of Amsterdam, involving six students from 
their master’s program in Artificial Intelligence. The students researched different bias identification and 
mitigation methodologies, contributing to the comprehensive evaluation presented in this white paper. 

RESEARCH PHASES 
The research was conducted in two main phases: 

• Information Gathering: This phase involved creating an overview of existing bias detection tools and 
reviewing academic and industry research on their effectiveness. 

• Practical Testing: In this phase, selected tools were tested based on different use cases to evaluate 
their performance in real-world scenarios.  

An overview of existing bias detection tools

Classification of these tools based on their applicability to 
different use cases 

Detailed analysis of specific methodologies, including those 
focused on LLMs and on traditional AI models

Practical recommendations for implementing bias detection 
and mitigation strategies

Research Methodology
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Bias Detection and 
Mitigation in Large 
Language Models (LLMs)

PART 1

Researcher: Alexia Muresan
Link to research: AI-Based Hiring LLMs and Traditional AI.pdf

Post-processing bias techniques
AI-Based Hiring and the Appeal of Novelty: Do LLMs 
Solve or Exacerbate the Problem of Discrimination?

INTRODUCTION 
As AI continues to dominate and become increasingly integral across various professional fields, it is vital 
to understand and manage its impact, particularly its potential social ramifications. A key example of AI’s 
growing influence is its extensive use in automated hiring practices, which offer significant cost and time 
efficiencies. Research indicates that over 66% of companies, including 97% of Fortune 500 companies, now 
rely on automated recruitment methods. This widespread adoption of AI underscores its role in making 
high-stakes decisions that profoundly affect individuals’ professional careers and livelihoods. Consequently, 
ensuring that these systems operate fairly and without discrimination is of paramount importance—yet, 
unfortunately, this is not the current reality. 
A substantial body of research, along with numerous real-world cases, reveals that AI-based hiring is often far 
from objective. These systems frequently replicate and sometimes even amplify the social biases prevalent 
in society. The existing literature provides considerable evidence of gender and racial biases in AI-driven 
hiring processes. However, other minority groups are less frequently studied but are also affected by AI 
discrimination in hiring. Fortunately, this area is actively researched, with ongoing efforts to develop methods 
for detecting and mitigating algorithmic bias. Existing solutions range from technical debiasing techniques to 
regulatory measures aimed at prevention and accountability, such as the General Data Protection Regulation 
(GDPR) and the EU AI Act. 
However, AI is currently undergoing a significant revolution with the increasing power and adoption of Large 
Language Models (LLMs) across numerous domains. Research into the application of LLMs in hiring is 
also emerging, exploring how various stages of the hiring process can be fully or partially transformed by 
these models. Naturally, the bias-related implications of this paradigm shift need careful consideration. In 
the past year, multiple studies have highlighted the presence of bias and discrimination in LLM outputs and 
applications, covering a range of tasks. Specifically, social biases such as gender and racial biases have been 
identified in outputs from models like BERT. Similarly, GPT-based models have also been found to harbor 
these biases. While research on bias detection and mitigation in LLMs is beginning to take shape, established 
tools for ensuring fairness in LLM outputs are still lacking. In contrast, traditional AI models benefit from 
existing, well-developed libraries and toolkits designed to address fairness issues. This gap underscores the 
urgent need for continued research on bias in LLMs, as well as the development of effective solutions to 
address these challenges. 
To establish the relevance of this research, it is essential to first determine whether transitioning to LLMs 
for hiring purposes offers benefits in terms of fairness and performance. If LLMs do not show significant 
improvements in performance, efficiency, or fairness compared to traditional AI models, the focus on 
researching mitigation solutions may be unwarranted. Therefore, a side-by-side comparison of LLMs and 
more traditional AI models used in hiring is crucial, yet such a comparison has not been comprehensively 
conducted. 
This research seeks to fill that gap by providing a necessary, bias-focused comparison of traditional ML models 
and LLMs in the context of résumé classification. The study addresses the following research questions: 
• How do traditional ML models and LLMs compare in terms of bias and fairness when applied to hiring 

decisions?  
• To what extent are these models robust to biased training data in various hiring scenarios?  
• Do these models contain any inherent bias unrelated to the data they are exposed to? 

• AI-Based Hiring and the Appeal of Novelty: Do LLMs Solve or Exacerbate the Problem of 
Discrimination? by Alexia Muresan

• Unveiling the Mechanisms of Bias in LLMs by Eliciting Latent Knowledge  by Tarmo Pungas
• Assessing and Addressing Gender Bias in Large Language Models by Dennis Agafonov

PROJECTS IN THIS CHAPTER:

https://github.com/rhite-tech/research_fairness-in-ai-based-hiring/blob/main/AI-Based%20Hiring%20LLMs%20and%20Tradicional%20AI_AM.pdf
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METHODOLOGY 
Data 
Due to the lack of available data that met the specific requirements of this study, three synthetic datasets were 
generated. To create these datasets, GPT-3.5 Turbo was used through the OpenAI API to produce résumés 
that included sensitive attributes such as gender and ethnicity, along with a label indicating each candidate’s 
suitability for a given profession. These datasets, presented in tabular format (CSV), contain a wide range of 
personal and professional information typically found in résumés. 
The first dataset was designed to be completely free of discriminatory bias, ensuring a balanced representation 
of gender and ethnicity. In this dataset, there is no correlation between the sensitive attributes and the quality 
of the candidates. The other two datasets were derived from this balanced dataset by intentionally introducing 
bias. In the gender-biased dataset, some female candidates were downgraded by one class (e.g., a ‘good’ 
candidate was relabeled as ‘average’), while some male candidates were upgraded by one class. A similar 
approach was taken to create the ethnicity-biased dataset. 
For the ethnicity-biased dataset, the six represented ethnicities were divided into two groups, based on which 
ethnicities typically confer an advantage or disadvantage in the U.S. labor market. The expected privileged 
group, whose labels were upgraded, includes White American (WA), White European (WE), and East Asian 
(EA) candidates. Conversely, the expected underprivileged group, whose labels were downgraded, includes 
candidates of Black/African American (BA), Hispanic (H), and African (AF) ethnicities. 

Models
This study compares the extent of bias in models traditionally used for résumé classification with the extent of 
bias in LLMs. The traditional models selected for this comparison reflect common and well-established hiring 
practices, frequently cited in research on AI-based hiring, particularly in the context of résumé classification. 
The traditional models included in this study, sourced from the ScikitLearn library, are the Support Vector 
Classifier (SVC), the Logistic Regression (LR) model, the Random Forest (RF) Classifier, and the Gradient 
Boosting (GB) Classifier.  
The LLMs compared with these traditional models are BERT and GPT-3.5 Turbo. These LLMs were chosen 
because they are among the most widely used and thoroughly researched in the context of AI-based hiring. 
This makes them particularly relevant for evaluating the presence and extent of bias in modern hiring practices. 

Metrics
Five different fairness metrics were employed in this study: Demographic Parity Difference (DPD), Equal 
Opportunity Difference (EOD), Average Odds Difference (AOD), False Discovery Rate (FDR) Difference, and 
lastly the False Omission Rate (FOR) Difference. These metrics were specifically chosen because they are 
widely recognized in bias research and are included in multiple fairness toolkits, underscoring their legitimacy 
and their ability to represent the bias present in a model’s predictions.  
These metrics focus on group fairness, as they are designed to highlight discrepancies in the treatment of 
different demographic groups, particularly those belonging to protected classes. To produce the final results 
of the study, the values from these five metrics were averaged. A weighted average was then computed 
across the different labels, accounting for the level of privilege associated with each label. The final value 
represents a percentage of the maximum potential bias theoretically possible in this setting. 
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RESULTS
Inherent bias
Across all models, the level of gender bias is extremely low, ranging from 0.1% to 1.4% of the 
maximum theoretical bias. The bias observed in LLMs is comparable to that in traditional models. 
As shown in Figure 1.1 (see next page), the distribution of privilege varies across models: positive 
values indicate a preference for male candidates, while negative values indicate a preference for 
female candidates. Ethnic bias, while still relatively low, is noticeably higher than gender bias, ranging 
from 0.2% to 6% of the total theoretical bias. Notably, Figure 1.2 demonstrates that the BERT and 
GPT-3.5 Turbo models exhibit lower levels of bias compared to most traditional models. Interestingly, 
all traditional models tend to favor the expected privileged ethnic groups (White American, White 
European, East Asian), whereas both LLMs show a bias in favor of the less privileged ethnic groups. 

RESULTS
Robustness to bias
In this scenario, most models exhibit a higher level of gender bias. All models, with the exception 
of GPT-3.5 Turbo, show a bias ranging from 11% to 15% of the maximum possible bias, favoring 
male candidates, as indicated by the high and positive values in Figure 1.2. GPT-3.5 Turbo, however, 
displays a significantly lower bias of just 0.2%, and interestingly, it favors female candidates. 
Similarly, the traditional models and BERT exhibit an ethnic bias of 11% to 17% in favor of the 
expected privileged groups (White American, White European, East Asian). Notably, the highest level 
of bias is observed in BERT, while GPT-3.5 Turbo shows approximately 30 times less bias, and this 
reduced bias favors the underprivileged ethnic groups. 

RESULTS
Application to biased data
In both versions of this scenario, the levels of bias are significantly higher than in the previous 
scenarios, with some models reaching over 20% of the maximum possible bias. Interestingly, the 
groups that are theoretically biased against in the datasets—females and the ethnicities of Hispanic 
(H), Black/African American (BA), and African (AF)—are the ones that the models tend to favor. This 
reversal effect is observed across all models but is notably less pronounced in GPT-3.5 Turbo. 

EXPERIMENTS AND RESULTS
To address the research questions, the six models were evaluated across three distinct scenarios:

SCENARIO 1
Inherent bias
In the first scenario, the models are trained and tested on a balanced, unbiased dataset. This 
scenario represents an ideal situation where the model is provided with training data free from 
bias and is applied to data that has not been influenced by any prior biased processes in the hiring 
workflow. This setup allows us to assess the inherent bias of the models themselves, as any bias 
measured here cannot be attributed to the data. Additionally, this scenario demonstrates the 
effectiveness of using balanced data in preventing bias and helps determine whether investing in 
data debiasing methods or synthetic data generation is worthwhile.

SCENARIO 2
Robustness to bias
In the second scenario, the models are trained on biased datasets and then tested on a balanced 
dataset. Unlike the ideal scenario previously described, this scenario reflects the more common 
real-world situation where an automated hiring model is trained on biased data, which is often the 
case. The model is then applied to unbiased (or less biased) data. This scenario serves as a critical 
indicator of the models’ robustness to bias in the training data, showing how well they can mitigate 
or perpetuate bias when exposed to imbalanced data during the training phase. 

SCENARIO 3
Application to biased data
This third scenario is intended to emphasize the impact of applying a résumé classification model to 
a dataset that has been tainted by bias. This situation is typical when résumés reaching this stage 
of the hiring process have already been filtered or ranked through a biased procedure, whether by 
human judgment or automated systems. The scenario is divided into two parts: first, the models are 
trained and tested on biased data, simulating the effect of a biased model being applied to biased 
data; second, the models are trained on balanced data but tested on biased data, illustrating how 
a balanced model performs when faced with biased inputs. This scenario helps to understand the 
extent to which bias in the data affects the model’s predictions, even when the model itself has been 
trained under ideal conditions.
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Performance
The overall accuracy of the models across the different scenarios aligns with the observed bias levels. In 
Scenario 1, the models’ accuracies range from 67% to 84%. However, when biased training data is introduced, 
the accuracies of all models drop below 60%, with the exception of GPT-3.5 Turbo, which maintains an accuracy 
above 70%. In Scenario 3, the accuracy of all models declines further, falling below 50%, while the GPT-3.5 
Turbo model achieves 65%. This trend corresponds with the bias levels observed in the various scenarios: the 
higher the bias, the lower the accuracy. Notably, GPT-3.5 Turbo appears uniquely resistant to bias, allowing it 
to maintain strong performance even when exposed to biased data. 

IMPLICATIONS AND RECOMMENDATIONS 
Comparison of traditional AI models and LLMs
• The anticipated distinction between LLMs and traditional models was not observed in this study. Instead, a 

clear distinction emerged between the GPT-3.5 Turbo model and all other models. While the other models’ 
biases were noticeably influenced by the data, GPT-3.5 Turbo seemed almost immune to such bias. 

• The results for the BERT model are consistent with previous studies, which have frequently identified 
discriminatory biases in the outcomes generated by BERT-based architectures. 

• The robustness of GPT-3.5 Turbo to data-induced bias aligns with OpenAI’s stated commitment to fairness 
in their models, reinforcing their efforts to reduce bias in AI systems.  

Impact of the data  
• There is no significant inherent bias in these models, emphasizing the importance and benefits of using 

balanced training data. 
• All models exhibit high levels of bias when tested on biased data, underscoring the critical need to ensure 

that training data is fair and free of biases. Additionally, it is crucial that the data applied in hiring models 
has not been compromised by bias in earlier stages of the hiring process. 

• The level of ethnic bias consistently exceeded that of gender bias, indicating that future studies should be 
expanded to explore a broader range of biases to gain a deeper understanding and develop more effective 
strategies for eliminating them. 

Recommendations
Regardless of the model selected, the ideal scenario involves training on balanced data that is free from 
social biases and applying it to data that has not been previously corrupted by bias. However, achieving this 
ideal is not always feasible, making the choice of model crucial. A larger and more complex model is not 
necessarily a better solution, as it does not guarantee improved fairness or performance. In the context of 
résumé classification, particularly in a setting similar to this study, GPT-3.5 Turbo emerges as the best choice 
for ensuring fairness in the hiring process without sacrificing performance. While GPT-3.5 Turbo requires more 
resources than traditional models, the associated cost is negligible when weighed against the significant 
benefits it offers in terms of fairness and accuracy. 

Limitations and future work
The limitations of this study primarily stem from its scope; a more comprehensive comparison would require 
additional time and resources, including the inclusion of more models, datasets, sensitive attributes, and 
metrics. Future research could explore how bias is propagated and transformed at various stages of the hiring 
process. Additionally, further exploration into bias avoidance or mitigation strategies is both necessary and 
highly encouraged, as it would contribute significantly to developing fairer AI-driven hiring practices. 

Conclusion
In an era where AI is increasingly entrusted with critical decision-making, research on bias detection and 
mitigation is crucial. This research makes the following key contributions: 
• The generation of three synthetic datasets, each containing clear and easily controllable levels of bias. 

These datasets have been made publicly available for future research, offering a valuable resource for 
ongoing studies in this field. 

• A side-by-side comparison of LLMs with with traditional models used in hiring, specifically in the context 
of résumé classification. The goal of this comparison was to assess the bias-related implications of 
transitioning to LLMs in this context. 

This research underscores the significant impact of biased training data and the critical importance of 
selecting models judiciously. It also highlights the need for fairness at every stage of the hiring process. As 
we continue to integrate AI into our societal frameworks, it is imperative to ensure that these technologies 
contribute positively beyond mere performance and efficiency. To harness the full potential of AI without 
causing harm or infringing on human rights, we must prioritize fairness, transparency, and accountability. This 
research represents a modest step towards that goal, with the hope that it will inspire further research and 
prompt rapid advancements in this essential area. 

Figure 1.1: Inherent Bias Across Models Figure 1.2: Robustness to Bias Across Models
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INTRODUCTION 
This research explores the intricate mechanisms of bias within Large Language Models (LLMs), focusing on 
how these biases manifest and how they can be manipulated and understood.  
LLMs are widely used in various sectors, such as healthcare, education, and entertainment. However, these 
models can perpetuate social biases, leading to discriminatory outcomes that favor certain groups over others. 
Understanding and mitigating bias in LLMs is essential for promoting fairness and reducing discrimination.  
Despite extensive research aimed at detecting and mitigating biases that LLMs exhibit, we still lack a 
comprehensive understanding of how LLMs encode bias. By leveraging knowledge-eliciting techniques, this 
study aims to bridge that gap by identifying and manipulating bias directions within model activations. If 
successful, this could help to develop more effective bias mitigation strategies.  
The research questions driving this research are:
• How can knowledge-eliciting techniques be leveraged to identify and understand the manifestations of 

bias in LLMs?
• What implications do these mechanisms have for developing more effective bias mitigation strategies?  

This research hypothesizes the existence of a bias direction in LLMs, the ability to identify this direction, and 
the potential to use it to influence the model’s output.

METHODOLOGY, EXPERIMENTS AND RESULTS
The experiments conducted in this study revolve around three models: Llama 13B, Llama 3 8B, and Llama 
3 70B. The datasets used are StereoSet and CrowS-Pairs, which consist of contrastive sentences exhibiting 
biases related to gender, race, religion, or profession. 
1. Principal Component Analysis (PCA)
This technique was used to analyze the linear separability of model representations regarding bias. The 
results indicated that these representations are complex and not easily separable, highlighting the intricate 
nature of bias in LLMs.  
2. Patching
This method involves modifying specific model components to observe changes in behavior. It was used to 
localize stereotype representations within the models to particular hidden states across various layers. The 
process helped identify layers where biases are most pronounced (Figure 2).

Figure 2: Probability difference between 
the biased and neutral labels after patching 
inactivations from the first run (biased prompt) 
during the second run (neutral prompt). 
Model:Llama 3 70B.

3. Probing Intervention
Two types of probes, mass-mean (MM) and linear regression (LR) were trained on the hidden states identified 
in the patching experiment to pinpoint a stereotype direction. By manipulating this stereotype vector, the study 
significantly influenced the models’ tendency to label sentences as stereotypical. Normalized indirect effect 
(NIE) was used to measure the effect and uncertainties were calculated to gauge the confidence of the results. 
The experiment was performed in both directions: replacing a stereotypical prompt with an anti-stereotypical 
one and vice versa. This intervention was most effective on the smallest model, Llama 3 8B (Table 1).

4. Probe Generalization
The final experiment tested whether probes trained on one stereotype dataset could generalize to others. The 
results showed that probes trained on one dataset do somewhat generalize to other datasets, including those 
with a different type of bias (Figure 3).
The results confirmed all three of our hypotheses. We successfully identified a stereotype direction within three 
different Llama models using patching and probing methods. Specifically, we localized the models’ stereotype 
representations to specific hidden states over a range of layers. With a causal intervention experiment, we 
demonstrated the ability to significantly alter the model’s output by manipulating these hidden states. Finally, 
we showed that probes trained on one dataset generalize somewhat to other datasets, including those with 
a different type of bias. This implies that LLMs encode different types of stereotypes similarly, suggesting an 
overarching stereotype representation.

Table 1: Intervention results for probes trained on SS2 gender and validated on CP gender.

Figure 3: Generalization accuracy of probes trained on Llama 3 8B layer 12 residual stream activations. Each square 
represents the accuracy of a probe on the dataset given in the x-axis and tested on the dataset shown in the y-axis.

Researcher: Tarmo Pungas
Link to research: Mechanisms of Bias in LLMs by Eliciting Latent Knowledge.pdf
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IMPLICATIONS AND RECOMMENDATIONS 
This research highlights the potential of interpretability techniques in diagnosing and mitigating biases 
in LLMs. The ability to manipulate bias directions and observe their impact on model behavior provides a 
powerful tool for developing fairer AI systems.  
The findings from this study offer practical applications for improving the fairness and transparency of LLMs. 
One approach is developing systems that monitor the model’s activations during text generation and flag 
occasions where the bias direction fires. The stereotype vector could be subtracted in such scenarios to 
produce potentially less stereotypical outputs.  
The stereotype direction could also be leveraged during training or fine-tuning to penalize models for 
substantially activating bias-related hidden states. Adversarial training can generate examples that maximize 
a bias direction, which can then be used to enhance the model’s robustness against biased inputs. Additionally, 
the stereotype direction serves as a benchmark for evaluating bias mitigation techniques. By measuring 
whether these techniques reduce the activation of the stereotype vector, we can assess their impact on the 
model’s internal representations of bias. This could be used to avoid out-of-domain scenarios where models 
might still produce harmful responses despite appearing unbiased on test sets. 
Future research could extend this work by collecting a high-quality, simple dataset that precisely captures 
a well-scoped notion of a specific bias or stereotype. This could greatly improve the localization of the bias 
direction, which could, in turn, have more potential for affecting the model’s outputs or mitigating bias. 
Additionally, the methodology could be applied to a broader range of language models to confirm that our 
findings are not simply a feature of the Llama models. Since we find that different types of stereotypes are 
encoded similarly in LLMs, researchers could explore other aspects of social bias to see whether bias, in 
general, is represented through similar pathways. If so, retraining or fine-tuning the models to account for 
these directions could be instrumental in designing fairer and more transparent language models. 

INTRODUCTION 
Among the most widely-used AI models, Large Language Models (LLMs) stand out as a significant category, 
increasingly integrated into diverse applications such as chatbots and financial systems. LLMs are trained on 
large quantities of data, and contain deep, complex structures that enable them to achieve powerful language 
modeling capabilities. A well-known example is GPT-3, an LLM from the leading GPT-series that has brought 
AI to the forefront of many individuals, companies and governmental institutions alike.  
In the past, AI models have been shown to be biased, which has impacted people in harmful ways. Examples 
are the ProPublica case where a model that was used for recidivism prediction was shown to discriminate 
against African-Americans, and the Amazon case where Amazon’s hiring model was shown to discriminate 
against women. Due to the exact training data of many state-of-the-art LLMs not being disclosed to the public 
and the LLMs’ under-the-hood operations not being interpretable, a justified concern is that such models can 
also contain biases, which in turn can lead to harm and unfairness toward various individuals and groups. It 
is therefore important to create robust methods to assess harmful biases with the goal of ensuring fairness.  
Before the introduction of LLMs, the exploration of bias and fairness in AI has primarily been performed for 
machine learning (ML) algorithms and models utilizing tabular data. Bias and fairness in LLMs, including 
autoregressive LLMs, is thus a relatively novel topic of research. Currently, there is no ‘golden standard’ bias 
assessment method for LLMs. It is thus important to utilize a broad range of bias assessment methods 
in order to gain a comprehensive perspective on the presence and degree of bias in the target LLM. This 
research investigated gender bias, and for simplicity considered gender as a binary variable. 

METHODOLOGY 
Using the taxonomy provided by Gallegos et al. (2023), bias assessment methods for LLMs can be categorized 
in three broad groups based on how the bias is measured: probability-based methods, embedding-based 
methods, and output text-based methods. Probability-based methods compare predicted token probabilities 
for different demographic groups. Embedding-based methods leverage the internal embeddings that an LLM 
assigns to tokens or sentences, which can then be compared by measuring the distance between them (e.g. 
the Euclidean or cosine distance). Output text-based methods measure bias in the text generated by the 
LLM . For example, they may assess the difference in sentiment between output texts that mention different 
demographic groups.  
This research focuses on assessing gender bias in autoregressive LLMs, which are extensively used in 
various applications, including the well-known GPT-series. The study specifically targets four variants of the 
BLOOM-series LLMs, chosen for their open-source nature, which offers greater accessibility and flexibility for 
research compared to proprietary models like GPT-3 and GPT-4. To achieve a comprehensive evaluation, four 
distinct bias assessment methods were selected and, where necessary, adapted to ensure compatibility with 
autoregressive LLMs. Each method was chosen for its unique approach to quantifying gender bias, allowing 
for a more holistic and nuanced analysis. The methods employed are outlined below. 

Sentence Encoder Association Test (SEAT)
SEAT measures bias in the embedding space of LLMs. It requires four sets of sentences: Sa, Sb, T1 and T2.  
In the scope of gender bias, an example can be the one shown in Figure 4. 

Researcher: Dennis Agafonov
Link to research: Gender Bias in LLMs.pdf
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Sa and Sb contain sentences with male and female tokens, respectively. T1 contains stereotypically male 
professions, while T2 contains stereotypically female professions. With SEAT, the embeddings of these 
sentences are then used to calculate the SEAT score (two different methods to collect sentence embeddings 
were explored). If SEAT > 0, this means that on average, sentences in Sa are more similar to those in T1 than 
those in Sb are (i.e. the expected gender bias). If SEAT < 0, sentences in Sa are more similar to those in T2 
than those in Sb are (i.e. the inverse of the expected gender bias). If SEAT = 0, there is no bias according to 
this method.

Discovery of Correlations (DisCo)  
DisCo utilizes incomplete sentences that contain either male or female tokens, allowing the model to predict the 
top-k most probable next words (the predictions) for each such sentence. Collecting all of these predictions, it 
is then determined with a statistical test how many of these predictions are ‘skewed’, i.e. predicted significantly 
more often for sentences that mention one gender over sentences that mention the other gender. 
A higher DisCo score thus indicates more predictions that are significantly associated with either gender, 
which corresponds to more bias (Figure 5).

Figure 4: Example of set of sentences in SEAT for gender bias

Figure 5: Example of DisCo

CrowS-Pairs Score (CSPS)  
CSPS is a method that provides a score by using sentence pairs. Each pair contains one stereotypical, and 
one non-stereotypical sentence (e.g ‘The woman cannot drive’, ‘The man cannot drive’). The log-probability of 
both sentences according to the LLM is calculated, determining which of the two is more probable according 
to the LLM (Figure 6). This is done for all sentence pairs. The final CSPS score corresponds to the fraction of 
sentence pairs for which the LLM prefers the stereotypical sentence. A perfectly unbiased LLM should have 
a score of 0.5, indicating that the LLM is - on average - unskewed towards either of the sentences in a pair.  

Figure 6: Example of CSPS

Figure 7: Example of Sentiment Analysis

EXPERIMENTS AND RESULTS
EAT, CSPS, and DisCo were applied across a variety of datasets, while sentiment analysis was conducted 
using two classifiers. All four methods were tested on the four target LLMs, and the results were gathered 
(Figure 8). The sentiment analysis results presented here correspond to BLOOM-560m, with the results from 
the other models being largely similar. 
The results of the bias assessment methods vary significantly across models and datasets, with no clear 
consensus on which model variant exhibits the most gender bias. For example, the CSPS method, when 
applied to the EEC dataset, indicates that BLOOM-1b7 has the least gender bias, as its score is closest to 0.5. 
In contrast, the SEAT method, using the average embedding method on the V4 dataset, suggests that BLOOM-
1b1 exhibits the least gender bias, as its score is closest to 0. Furthermore, the sentiment analysis reveals 
no significant differences in sentiment label distribution between genders for any of the four target models.

IMPLICATIONS AND RECOMMENDATIONS 
These findings highlight the inherent challenges in objectively measuring gender bias. Bias can manifest in 
multiple ways, and as demonstrated by the diverse bias assessment methods employed in this research, 
various approaches have been proposed to capture it. The ambiguity in the results underscores the differences 
among these assessment methods and their sensitivity to specific contexts and implementation details. 
The more components that are incorporated into a bias assessment method (e.g., sentiment classifiers in 
sentiment analysis), the more potential there is for introducing additional sources of bias, complicating the 
task of determining how much of the measured bias—or lack thereof—is intrinsic to the LLM itself versus the 
assessment method. 
Nevertheless, it is crucial to utilize a variety of bias assessment methods when investigating bias in LLMs. 
Different methods can uncover distinct aspects of bias that might be overlooked if only one approach is used. 
By employing multiple methods, researchers can cross-validate their findings and reduce the risk of drawing 
conclusions based on potentially biased assessment tools.  
Moving forward, future research should prioritize refining these bias assessment methodologies to ensure 
the robust and reliable detection of biases in LLMs. This will be essential in advancing the development of 
fairer and more equitable AI systems. 

Figure 8: Comparison of results from four different gender bias assessment methods

Sentiment Analysis 
In this research sentiment analysis is performed by having n neutral, incomplete sentences, of which 
half contain a male token, and the other half contain a female token. The LLM then generates k distinct 
continuations of text after each sentence, leading to n x k continuations. Two sentiment classifiers are then 
used to provide a sentiment label (negative, neutral or positive) for each continuation. The distribution of 
sentiment labels is then plotted for both classifiers and for both genders. A perfectly unbiased model should 
provide all three labels equally frequently for both genders. If not, this indicates gender bias (Figure 7). 

a b 1 2
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INTRODUCTION 
The increasing integration of AI in crucial decision-making processes, such as the ones found in healthcare 
and recruitment, underscores the importance of developing AI models that ensure fairness across various 
demographic groups and safeguard the confidentiality of personal data. Federated learning (FL) has emerged 
as a privacy-preserving, decentralized method that has found its way in industrial practices. This method 
ensures privacy with decentralized learning by adopting different local models that are trained with local 
datasets. These locally trained models are then aggregated together to form a global model. This method 
ensures that the local data will not leave its original location thereby keeping the local data private.  
Regardless of the advantages of federated learning, it has been shown that this method can give rise to 
bias (Kairouz et al., 2021; Chang and Shokri, 2023). Most existing methods for detecting and mitigating bias 
are designed for centralized learning settings. These methods often require access to the complete dataset, 
which is not possible in federated learning. Addressing fairness with the extra privacy dimension realized 
by federated learning, still remains a less-researched and open question, and within industry the concept of 
fairness-aware federated learning has not taken off.  
It is crucial to understand how and where bias arises with the help of bias assessment techniques, to prevent 
harmful consequences of the application of federated learning within industry. Bias assessment in federated 
learning requires methods that can detect bias without compromising the local data privacy during the 
process. This means that before actually assessing the bias within the federated learning framework, it is 
important to define and evaluate techniques that can do this without compromising local privacy, a problem 
that, so far, has not been addressed.  
Previous research has proposed an aggregated local bias assessment method for FL that aggregates local 
bias scores using the same aggregation algorithm that is used for model aggregation (Ezzeldin et al., 2023; 
Zhang et al., 2020). However, a theoretical basis and comprehensive experimental evaluation of this method 
are lacking.  
This research provides an experimental analysis of bias assessment techniques within federated learning, 
thereby focusing on two main objectives: (1) evaluating the accuracy of the privacy-preserving aggregated 
local bias assessment technique, and (2) comparing bias that arises in an FL model to bias that arises in a 
centrally trained model. Additionally, the influence of client heterogeneity on both research objectives was 
researched by introducing experimental client partitions that entail different types and amounts of data 
heterogeneity. 

METHODOLOGY 
Three training and testing pipelines were established for fairness evaluation, enabling the comparison needed 
to address both research questions. An overview of the experimental setup is given in Figure 9.  
To assess the correctness of the aggregated local bias assessment method, a federated learning pipeline that 
uses local bias detection on a global FL model (i.e. the model that consists of all aggregated local models) 
and aggregates the locally obtained bias scores together (Pipeline 1), will be compared to a federated learning 
pipeline that uses global bias assessment on the global FL model (Pipeline 2).  
To measure the bias that arises in the federated learning pipeline, a federated learning pipeline that uses a 
global bias assessment on the final global FL model (Pipeline 2) is compared to a centralized learning pipeline 
(Pipeline 3). 

• Bridging Fairness and Privacy: Bias Assessment in Federated Learning by Jelke Matthijssen
• Causal Fairness Analysis with Automated Feature Engineering by Wietse van Kooten
• Profile-Based Subgroup Discovery (PSD) for Fairness Analysis by Dionne Gantzert

PROJECTS IN THIS CHAPTER:

Bias Detection and 
Mitigation in Traditional 
AI Models

PART 2

Researcher: Jelke Matthijssen
Link to research: Bias Assessment in Federated Learning.pdf
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Figure 9: Overview of the experimental setup
Figure 11: Global pipeline

Figure 12: Central pipeline

Figure 10: Local pipeline

Pipeline 1: Federated Learning with Aggregated Local Bias Assessment (referred to as ´local pipeline´) 
The first pipeline uses federated learning for training and employs an aggregated local bias assessment. 
Within this pipeline, the data is first split up in different clients, who perform local training updates using 
their local datasets. These local models are aggregated using a FedAvg algorithm to obtain the global FL 
model. This is done in a few rounds of local retraining and aggregation. After the last training round, the bias 
is assessed for every client on the last updated global model using the local client dataset to obtain a local 
bias score for every client. The local bias scores of all clients are then aggregated, using the same FedAvg 
algorithm, to obtain a global bias score. See Figure 10. 

Pipeline 3: Centralized training + bias assessment (referred to as ´central pipeline´)
The third pipeline employs a traditional centralized learning approach for training and bias assessment. The 
model is trained on a global dataset without splitting the data among different clients. Bias in the centrally 
trained model is then measured using the test samples of the whole dataset. See Figure 12. 

Data heterogeneity 
Additionally, recent literature has suggested that data heterogeneity among different clients can influence 
bias in federated learning models (Abay et al., 2020; Abay et al., 2021). To investigate this, experiments will be 
conducted with various types and levels of data heterogeneity introduced into the federated client partition 
that is used for the local and global pipeline. There are three different components in which data heterogeneity 
can occur: (1) quantity, (2) label and (3) feature. Quantitative heterogeneity refers to differences in the sizes of 
local datasets among clients. Label heterogeneity indicates variations in label distributions between clients. 
Feature heterogeneity involves differences in feature distributions, potentially affecting one or multiple 
features across clients. 

Pipeline 2: Federated Learning with Global Bias Assessment (referred to as ´global pipeline´)
The second pipeline uses federated learning for training and employs a global bias assessment on the trained 
global FL model. Within this pipeline, the training follows the same approach as in the first pipeline, where 
clients perform local training updates which are aggregated together to obtain a trained global model. This 
pipeline then assesses bias by first concatenating all local client datasets into a global dataset. The bias in the 
trained global model is then measured using this global dataset. See Figure 11. 
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EXPERIMENTS AND RESULTS 
All three pipelines were trained and evaluated using different partitions of the ACS PUMS Income dataset. 
The classification task was a simple income prediction task that was performed using a Logistic Regression 
model. The client partitions were artificially created through deliberate data sampling, thereby creating client 
partitions with various types and amounts of data heterogeneity. As a baseline, a client partition without data 
heterogeneity was created. The bias was measured using demographic parity and equalized odds, for the 
sensitive attributes sex and race, and two binary categorizations of race (i.e. white/non-white, black/non-black). 
The results for the first research objective (i.e. evaluation of the aggregated local bias assessment method) 
showed negative discrepancies between the local and global pipeline for some sensitive attributes, meaning 
that the aggregated local bias assessment measures more bias compared to the global assessment (see 
first table). This discrepancy seems most prevalent for sensitive attributes that have unequal sensitive class 
distributions (i.e. race and black/non-black). The results for the second research objective (i.e. assessment 
of bias in the federated learning framework) failed to show a consistent significant tendency towards either 
the central learning pipeline or the global federated learning pipeline. However, in some scenarios the global 
FL pipeline did measure more bias, indicating that federated learning can introduce bias with its decentralized 
training nature (see Table 2).  As opposed to what was hypothesized, the introduction of heterogeneity did not 
yield consistently different results for both research objectives but led in some cases to more unstable and 
less reliable results. 

IMPLICATIONS AND RECOMMENDATIONS 
This research has established that the aggregated local bias assessment method does not consistently 
measure the same bias scores as the accurately established global bias assessment. The next step would be to 
probe where these differences are coming from and in what scenario’s they occur. Hereby, the goal is to obtain 
a bias assessment methodology that allows for an accurate, privacy-preserving and global measurement of 
bias within federated learning. Furthermore, this research has shown that federated learning can introduce 
more bias compared to central learning, although this is not the case for every metric, sensitive attribute and 
client partition. This occurrence of bias does show the need for a better understanding of bias in federated 
learning, to ensure safe use of FL in practice and industry. Moving forward, a promising direction is to identify 
what part of federated learning contributes to this bias, such that effective bias mitigation methods can be 
established for federated learning. This research has taken promising initial steps towards comprehensively 
understanding bias assessment in federated learning. It is hoped that these findings will inspire further 
exploration in this area, thereby contributing to the development of fair, privately-trained AI models. 

Table 2: Comparison of results from the three different pipelines
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INTRODUCTION 
Machine learning (ML) is becoming crucial in decision-making processes across various fields like hiring, law 
enforcement, and healthcare. However, ML systems often inherit and amplify biases in their training data, 
leading to unfair and discriminatory outcomes. This paper addresses these challenges by applying causal 
fairness analysis, which combines causal inference with fair ML practices to detect, quantify, and mitigate 
biases in data and decision-making processes.  
Understanding causal mechanisms, rather than merely identifying correlations, is fundamental in ML. 
Correlation can indicate a relationship between variables but does not imply causation. Causal inference, 
introduced by Judea Pearl, helps in determining how specific factors cause disparities, thereby enabling fairer 
decision-making processes. For example, causal inference was crucial in disproving the tobacco industry’s 
claim that a genetic factor, rather than smoking itself, caused health issues.  
In this research we discuss the importance of fairness in ML, guided by regulations like the General Data 
Protection Regulation (GDPR) and the EU AI Act. These regulations emphasize the need for transparency, 
accuracy, and non-discrimination in AI systems. Specifically, this research makes novel contributions to 
causal fairness analysis in the following ways:  
•  It extends the Standard Fairness Model (SFM) by incorporating automated feature engineering.
• It demonstrates that features developed through this extension enhance performance in both fairness 

and accuracy.

METHODOLOGY 
Causal inference aims to understand how changes in one variable influence another, using Structural Causal 
Models (SCMs). SCMs allow the modelling of causal relationships, enabling the calculation of potential 
outcomes and counterfactuals. This is needed to calculate various path-specific effects, like direct, indirect 
and spurious effects.  
With causal fairness analysis, we decompose the direct, indirect, and spurious effects to measure their impact 
on fairness. The Standard Fairness Model (SFM) serves as a template for these analyses representing a range 
of causal diagrams. This model helps in understanding the causal structure and identifying biases inherent in 
the data. In Figure 13 we see such a template. The SFM model has been introduced by Drago Plecko, along 
with the whole concept of causal fairness analysis. 

Automated feature engineering involves creating new features from existing data to enhance model 
performance and interpretability. This process helps in detecting trends across subgroups, addressing issues 
like Simpson’s paradox. This research applies automated feature engineering within the SFM, demonstrating 
its compatibility and effectiveness in improving fairness. The experiments focus on two scenarios:  
1. Automated feature engineering on features of W.
2. Automated feature engineering on features of W and Z.
The experiments use the COMPAS dataset, which assesses the likelihood of recidivism. 

Figure 13: The causal diagram of the SFM (standard fairness model). With X the protected attributes, Z confounding 
variables (often demographic variables), W mediators, and Y the outcome.

Table 3: Results from one of the experiments

EXPERIMENTS AND RESULTS 
Results indicate that automated feature engineering improves model fairness and accuracy. The AFE model 
consistently shows slight improvements in accuracy and significant improvements in fairness, measured by 
metrics like the natural direct effect (NDE), natural indirect effect (NIE) and experimental spurious effect (Exp-
SE). Table 3 shows one of the experiments, and how it improves both fairness and accuracy. 

The top row of the table displays values of λ. Directly below each λ, the results for baseline and Automated 
Feature Engineering Extension are grouped. There are four metrics presented in the rows: Accuracy, NDE, 
ExpSEx0, and ExpSEx0. The standard deviation is noted in lowercase. If the values of the predictor for either 
baseline or Automated Feature Engineering (AFE) are significantly higher, the numbers are highlighted in bold. 
Key Metrics from the experiments: 
• Accuracy: Slight improvements observed in the AFE model across different λ values.  
• NDE: Significant reduction in NDE values in the AFE model, indicating improved fairness on the direct 

effect. So the effect X -> Y. 
• IDE: Significant reduction in NDE values in the AFE model, indicating improved fairness on the indirect 

effect. So the effect X -> W -> Y. 
• Exp-SE: AFE model shows improved management of spurious effects, enhancing overall fairness. X -> Z 

-> Y, and X -> Z -> W -> Y.

IMPLICATIONS AND RECOMMENDATIONS 
Feature engineering has been widely studied and demonstrated to enhance accuracy and interpretability. 
The work of Salazar and others has shown the benefits of automated feature engineering while upholding 
fairness. This research builds on these foundations, extending feature engineering within the SFM framework 
to improve fairness and accuracy in ML models.  
Incorporating automated feature engineering in the SFM framework enhances both the fairness and accuracy 
of ML models. This approach effectively manages biases and improves the transparency and interpretability 
of outcomes. The results support the potential of automated feature engineering as a valuable preprocessing 
step to the baseline model, particularly in terms of debiasing. By addressing the causal mechanisms of bias 
and implementing automated feature engineering, this research contributes to the development of fairer, 
more interpretable, and more accurate ML systems. 

Researcher: Wietse van Kooten
Link to research: Causal Fairness Analysis with Automated Feature Engineering

Bias detection in data understanding and preparation phase - Proxies and Subgroups

Causal Fairness Analysis with Automated Feature 
Engineering

https://github.com/rhite-tech/research_causal-fairness-analysis-with-automated-feature-engineering/blob/main/Causal%20Fairness%20Analysis%20with%20Automated%20Feature%20Engineering_WvK.pdf
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Researcher: Dionne Gantzert

Bias detection in data understanding and preparation phase - Proxies and Subgroups

Profile-Based Subgroup Discovery (PSD) for Fairness 
Analysis

INTRODUCTION 
Machine learning models are increasingly being utilized in all types of applications, as for instance financial 
applications like credit scoring, where they play a crucial role in loan approvals and financial inclusion. 
However, these models can reproduce biases present in the data, leading to unfair outcomes, as for instance 
reinforcing unacceptable gender bias. In credit scoring, gender bias can result for instance, in qualified women 
being denied loans, hindering their access to financial resources.  
Although fairness in machine learning has gained significant attention in recent years, most existing 
approaches focus on group fairness metrics, which are limited in their reliance on group-level averages, 
which can conceal outcome disparities for subgroups within a disadvantaged group. For instance, even if 
the average loan approval rates for men and women are similar, the model might still disadvantage women in 
specific subgroups, such as single mothers. This phenomenon is known as fairness gerrymandering, where 
subgroup fairness is sacrificed to achieve parity across entire groups. From a societal point of view, this type 
of treatment is clearly unfair, and thus unacceptable. From a technical point of view, it is crucial to incorporate 
subgroup fairness in the evaluation of AI systems to address fairness gerrymandering.  
An essential aspect of subgroup fairness is the identification of subgroups. While recent studies have primarily 
focused on intersectional bias, which involves the combination of multiple sensitive attributes, defining 
subgroups should not be limited to this method. Predefining subgroups based solely on sensitive attributes 
may overlook other important biased relationships. In this context, it seems sound to utilize subgroup discovery 
(SD). SD aims to describe relationships between independent variables and specific target variable values, 
extracting significant rules through data mining techniques. This approach avoids predefined subgroups, 
identifying those that are most relevant to the decision-making process.  

Clustering is a method that can be utilized as a subgroup discovery technique by dividing unlabeled data into 
subgroups based on similarity. Clustering for subgroup discovery (CSD) produces clusters that can be easily 
distinguished using simple decision rules, resulting in interpretable subgroups. While clustering can be used 
to identify subgroups, it differs from traditional subgroup discovery, which focuses on finding significant rules 
related to a target variable. In contrast, CSD aims to find significant rules that describe similar individuals without 
considering the target variable. This raises questions about how CSD would perform if the target variable was 
taken into account during the subgroup identification process. Additionally, since subgroup identification is 
an essential part of subgroup fairness, it also prompts inquiry into how CSD can identify subgroups that 
are treated unfairly by a classifier compared to conventional SD methods. To address these questions, this 
research proposes a novel clustering method designed to generate simple and interpretable clusters for 
subgroup discovery, called Profile-based Subgroup Discovery (PSD), based on previous semi-hierarchical 
methods for profile extraction. Our methodology involves two steps: first, partitioning the data space based 
on the target variable and then applying iterative clustering to obtain profiles; second, extracting descriptive 
rules from these profiles to identify subgroups. Like other CSD and SD techniques, PSD relies on discriminative 
decision rules that can be applied in real-world applications. Our method stands out by integrating the target 
variable into the clustering process, aligning it closely with subgroup discovery techniques. Our research aims 
to enhance the understanding of biased relationships within data by discovering subgroups unfairly treated by 
classifiers. We focus on two aspects: identifying subgroups exhibiting gender bias and identifying subgroups 
showing bias in general, regardless of sensitive attributes such as gender. Our approach was tested on the 
well-known German Credit dataset in the context of credit scoring.

Link to research: Profile-Based Subgroup Discovery (PSD)

METHODOLOGY 
PSD consists of two steps: (1) adapting the clustering pipeline to incorporate the target variable, and (2) 
developing a method to interpret and describe the resulting clusters. To incorporate the target variable as 
in subgroup discovery, we employ a targeted clustering approach. This involves splitting the data into two 
subsets based on the target variable’s values (i.e., positive and negative labels). Subsequently, we apply the 
chosen clustering algorithm independently to each subset.  

Figure 14 illustrates the difference between applying clustering directly to the data and using our approach. 
This strategy offers several advantages. Firstly, the resulting clusters will only contain instances with the 
same target label (positive or negative), facilitating a clear comparison between positive and negative profiles. 
For clarity, we will refer to the positive profiles as PSD+ and the negative profiles as PSD-. This allows us to 
investigate potential similarities or significant differences in their characteristics. Additionally, this approach 
enables a more focused analysis of subgroups within each target class, potentially leading to more actionable 
insights in machine learning fairness. By concentrating on one specific target variable at a time, such as 
clustering positive instances, this approach aligns with subgroup discovery techniques that also focus on 
describing rules for a specific target variable. The clustering algorithm used in this research is the variability 
controlled hierarchical K-medoids (VHK), as proposed by Wilms et al. (2022). Subsequently, we described 
the clusters using profile descriptions. Each profile description represents a subgroup identified by the VHK 
algorithm. 

EXPERIMENTS AND RESULTS 
To detect gender bias in the subgroups, we applied three distinct fairness metrics: wrong disadvantage, 
demographic parity difference, and equalized odds difference. Wrong disadvantage is also viewed as the 
percentage of false negatives. Each identified subgroup was evaluated using these metrics for the logistic 
regression and XGBoost classifiers. Notably, even though the ’Sex’ attribute was excluded from the clustering 
process, PSD identified more gender-biased subgroups compared to traditional subgroup discovery algorithms 
such as DFS and VLSD. We can see this in Figure 15, where the area under the curve is bigger for PSD than for 
VLSD and DFS. A deeper understanding of these biases would require a qualitative analysis of the subgroup 
descriptions. 
We also identified subgroups exhibiting general bias using four distinct fairness metrics: demographic 
parity difference (DPD) subgroup fairness, equalized odds difference (EOD) subgroup fairness, true positive 
difference (TPD) subgroup fairness, and false positive difference (FPD) subgroup fairness. These metrics 
assess the fairness of subgroups relative to the overall data fairness. For DPD and EOD, lower scores indicate 
subgroups similar to the data distribution, while higher scores indicate more distinct subgroups. Conversely, 
for TPD and FPD, higher scores indicate subgroups similar to the data distribution. When identifying bias in 
these subgroups, we focus on higher scores for DPD and EOD, and lower scores for TPD and FPD. As shown 
in Figure 16, our PSD algorithm identifies subgroups that score lower in DPD and EOD, and higher in TPD 
and FPD, indicating that our PSD algorithm finds subgroups most similar to the data and thus identifies less 
biased subgroups in general.

Figure 14: Illustration of a traditional clustering (left) in comparison to our clustering method (right).

https://github.com/rhite-tech/research_profile-based-subgroup-discovery/blob/main/Profile-based%20Subgroup%20Discovery%20for%20Fairness%20Analysis_DG.pdf
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IMPLICATIONS AND RECOMMENDATIONS 
Based on the results for both gender bias and general bias identification, we find that PSD effectively 
identifies gender-biased subgroups, which can help in practice to identify subgroups exhibiting more gender 
bias. However, while we identify more gender-biased subgroups, this study did not further investigate the 
characteristics of these subgroups, which is necessary for a comprehensive evaluation. Additionally, PSD 
finds more subgroups similar to the data distribution, which may not be advantageous in practice, as we 
seek more distinct subgroups. Overall, this research aids in identifying subgroups, but further investigation is 
needed to evaluate the fairness of these subgroups comprehensively.

Figure 15: Gender Bias Subgroup Fairness measures.

Figure 16: General Bias Subgroup Fairness measures.
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These methods are effective in controlled environments where biases are well-defined and can be explicitly 
measured. Techniques like Profile-Based Subgroup Discovery (PSD) and Causal Fairness Analysis have shown 
success in identifying and mitigating bias in structured data applications like credit scoring and recidivism 
prediction. In contrast, these methods often struggle with scalability and generalization across different 
contexts. They are limited by the need for predefined fairness metrics and may not capture complex biases 
that emerge in unstructured data.

Tools designed for LLMs, such as SEAT, DisCo, and CSPS, have been effective in detecting biases in text 
generation tasks. These tools leverage the contextual understanding of LLMs to identify gender, racial, 
and other biases in generated content. The main limitation of these tools is their dependency on extensive 
computational resources and the difficulty in interpreting high-dimensional embeddings. Additionally, these 
tools often require access to large, unbiased datasets for effective fine-tuning, which may not always be 
available.

Limitations of the methods and tools tested

Methods for Traditional AI models

Methods for LLMs

Limited scope of fairness metrics
Many existing tools focus on a narrow set of fairness metrics, which may not fully capture the multifaceted 
nature of bias in AI/ML systems. For example, traditional metrics like demographic parity do not account for 
intersectional biases that affect subgroups within larger demographic categories. 

Underrepresentation of certain bias types
Research and tools often emphasize gender and racial biases, while other important dimensions, such as 
socio-economic status, disability, and age, receive less attention. This gap limits the applicability of these 
tools in diverse real-world scenarios. 

Challenges in Federated Learning
Bias detection and mitigation in federated learning environments remain underexplored. Existing methods 
are not well-equipped to handle the decentralized nature of federated learning, where data privacy and 
heterogeneity present unique challenges. 

Data dependency
Many bias detection tools require access to large and diverse datasets to function effectively. However, 
acquiring such datasets is challenging due to privacy concerns, data availability, and the cost associated with 
data collection and annotation. 

The challenge of bias in AI and machine learning is far from resolved, but our research offers critical insights 
into both the progress made and the work that remains. While existing bias detection tools have shown 
promise, their effectiveness varies significantly depending on the context, revealing that no single solution can 
address all forms of bias. Our findings indicate that combining approaches from both traditional AI and Large 
Language Models (LLMs) often yields better results, though significant limitations in scalability and coverage 
persist. 
The innovative techniques explored in this white paper point to exciting new possibilities for bias detection 
and mitigation, particularly in understanding hidden biases and addressing them more effectively. However, 
this research also highlights the importance of continued experimentation and refinement. The path forward 
requires not only improved tools but also ongoing collaboration between researchers, industry leaders, and 
policymakers to ensure that AI systems evolve toward greater fairness and accountability. The need for 
ethical, transparent, and inclusive AI practices has never been more urgent, and we believe this work provides 
a foundation for future advancements in this critical area. 

Challenges and shortcomings

Conclusion

Complexity and interpretability
Advanced models, particularly LLMs, pose significant challenges in terms of interpretability. Understanding how 
these models encode and propagate biases requires sophisticated techniques that are still in developmental 
stages. 

Scalability issues
Scalability is a significant concern. Implementing bias detection and mitigation across large-scale, real-time 
systems demands computational efficiency and robustness, which many current tools lack. 
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